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ABSTRACT In the yeast Saccharomyces cerevisiae, meiotic
recombination is initiated by DNA double-stranded breaks
(DSBs) occurring in micrococcal nuclease (MNase)-
hypersensitive regions of the chromatin. MNase-sensitive sites
also undergo meiosis-specific alterations in chromatin struc-
ture prior to the appearance of DSBs. DSB formation requires
the products of numerous genes. Herein we have examined the
effects of mutations in four such genes, MRE11, RAD50, XRS2,
and MRE2, on MNase sensitivity at DSB sites in premeiotic
and meiotic cells. Disruption mutations in each of four genes
confer greater than wild-type levels of MNase sensitivity in
premeiotic cells. In meiotic prophase, all of these mutations
affect MNase sensitivity at DSB sites and fall into two distinct
phenotypic classes. The type 1 mutations (mre2 and mre11)
confer a reduction in MNase sensitivity relative to the wild-
type level. The type 2 mutations (rad50 and xrs2) permit a
meiotic increase in the MNase sensitivity to reach a final level
higher than that observed in wild-type cells. An mre11 dis-
ruption mutation (type 1) is epistatic to a rad50 null mutation
(type 2) with respect to its meiotic effects on MNase sensitiv-
ity, suggesting that the events observed in the type 2 mutants
during meiosis are dependent upon type 1 functions. One
interpretation of these results is that Mre11, Rad50, Xrs2, and
possibly Mer2 (whose splicing is Mre2-dependent) form a
complex at recombination hot spots and establish a chroma-
tinyDNA configuration favorable for the induction of DSBs.

Genetic recombination in eukaryotic organisms occurs at a
frequency several orders of magnitude higher in meiotic cells
than in somatic cells. In the yeast Saccharomyces cerevisiae,
most meiotic recombination is initiated at defined sites by the
formation of DNA double-stranded breaks (DSBs) that are
subsequently repaired by recombination that occurs primarily
between homologs (1–11).

The induction of meiotic DSBs is affected by several factors
(for reviews, see refs. 12–15). First, DSB formation is con-
trolled by numerous genes including MER2, MRE2, MRE11,
RAD50, SPO11, and XRS2 (3, 16–28). In the corresponding
null mutants, meiotic DSB formation is absent. Spo11 very
likely functions as the catalytic subunit in the meiotic DNA
cleavage reaction (29, 30). Mre2 (19) is required for the
meiosis-specific splicing of the MER2 transcript (20). Rad50
and Xrs2 have been found to interact with Mre11 (21, 31), and
it has been hypothesized that these three proteins required for
mitotic DSBs repair form a recombination-initiating complex
in meiosis that is essential for the pairing of homologs, DSB

formation, and repair (32, 33). The Rad50 and Mre11 proteins
are homologous to the Escherichia coli SbcC and SbcD nucle-
ases, respectively (34, 35), which suggests that this complex
may have nuclease activity. Furthermore, Rad50 is required
for normal development of chromosome structure in meiosis
(24) and also for telomere maintenance during mitosis (36).

Second, the formation of DSBs requires an appropriate
chromatin substrate. In regions in which chromatin is espe-
cially accessible (10, 37, 38) and other requirements are met
(11), DSBs occur without apparent DNA sequence specificity
(39–41). During meiotic prophase, sensitivity to micrococcal
nuclease (MNase) increases locally at a DSB hot spot before
the appearance of DSBs (37). Similar chromatin features are
observed at the ade6M26 recombination hot spot during
meiosis in the yeast Schizosaccharomyces pombe (42). On the
other hand, all nuclease-hypersensitive sites are not necessarily
DSB hot spots (37, 38, 43). The level of DSBs at nuclease-
hypersensitive sites is also influenced by competition between
distant hot spots (43–45).

Third, the frequency of DSBs depends on interhomolog
interactions (44, 46, 47). In yeast premeiotic cells, homologs
are paired via multiple interstitial interactions (48). These
interactions disappear during meiotic S phase and are rees-
tablished early in meiotic prophase. The presence of nucleo-
tide sequence heterology in DSB regions causes a reduction in
DNase I hypersensitivity during mitosis (49) and a decrease in
the frequency of meiotic DSBs (44, 46), suggesting a link
between the pathway for DSB formation and the recognition
of DNA identity. It is therefore postulated that a recombina-
tion complex assembled at nucleosome-free regions in chro-
matin prior to meiotic DSB formation mediates interhomolog
interactions, the recognition of DNA identity, and the forma-
tion of DSBs (44, 46, 49).

In the present study, we have analyzed the effects of mre11,
rad50, xrs2, and mre2 mutations on MNase sensitivity at DSB
sites in premeiotic and meiotic cells. We report that functions
provided by the corresponding wild-type genes are required to
establish a normal chromatinyDNA configuration at these
sites, not only in meiosis but also in premeiosis.

MATERIALS AND METHODS
Yeast Strains. All strains have the SK1 background.

TNY042 is a derivative of NKY1038yNKY1040 (aya,
ho::LYS2yho::LYS2, lys2ylys2, ura3yura3, leu2::hisGy
leu2::hisG, his4X::LEU2yhis4B::LEU2, arg4-nspyarg4-bgl,
cyh2yCYH2, provided by Nancy Kleckner, Harvard Universi-
ty). TNY047 is isogenic to TNY042 except for
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mre2::hisGymre2::hisG. Strains AHY104 (mre11::
URA3ymre11::URA3), RKD102 (mre11::hisG-URA3-hisGy
mre11::hisG-URA3-hisG), XDU278 (xrs2::URA3yxrs2::
URA3), KJC210 (rad50::hisGyrad50::hisG), KJC312
(mre11::hisG-URA3-hisGymre11::hisG-URA3-hisG, rad50::
hisGyrad50::hisG) are isogenic to NKY278 (aya, ho::
LYS2yho::LYS2, lys2ylys2, ura3yura3) (24). Disruptants for
mre2, mre11, and xrs2 are deletion mutants that retain the N
terminus portion and were constructed by insertions of his G,
hisG-URA3-hisG (20), and URA3, respectively (21). The
rad50::hisG mutation is a RAD50 null mutation (24).

Presporulation and Sporulation Cultures. Presporulation
and sporulation cultures were as described (50, 51). Briefly, a
single colony from a YPG (3% glyceroly2% Bacto Pep-
toney1% yeast extract) plate was inoculated into 10 ml of SPS
presporulation medium (0.5% yeast extracty1% Bacto Pep-
toney0.17% yeast nitrogen base without ammonium sulfate
and amino acidsy0.05 M potassium phthalatey1% potassium
acetatey0.5% ammonium sulfate, pH 5.0) with nutritional
supplements, and cells were cultured at 30°C overnight. For
practical reasons, we could examine at most four strains in
parallel on the same day. Thus, for the precise comparison of
data obtained on different days, we systematically included a
control culture of the wild-type strain TNY042 or NKY278.
Small amounts of the preculture suspension were then inoc-
ulated into 0.5 liter of SPS with supplements, and cells were
cultured at 30°C to a density of 2 to 4 3 107 cells per ml. Cells
were harvested by centrifugation and washed once in sterile
water, and half of the cells were pelleted and frozen in liquid
nitrogen as t 5 0-h samples. The other half was inoculated into
0.5 liter of SPM (1% potassium acetatey0.001% polypropylene
glycol 2,000 in 5-liter f lasks) with supplements, and cells were
cultured at 30°C for 2, 4, and 6 h with vigorous aeration. To
verify that mutant strains undergo meiosis with kinetics similar
to those of wild type, the progression of meiosis I in wild-type
(TNY042 and NKY278) and mutant strains was followed by
49,6-diamidino-2-phenylindole staining.

Chromatin Preparation, Digestion of Chromatin by MNase,
Hybridization, and Quantification. Preparation of crude chro-
matin fractions from S. cerevisiae cells and treatment of
chromatin with MNase (7, 10, 20, and 50 unitsyml) were
performed as described (52). We found that it is essential to
avoid prolonged incubation of the cells with zymolyase during
spheroplast formation because excess treatment causes partial
cell lysis, nucleosomal rearrangements, and a substantial de-
crease in meiotically induced MNase sensitivity at DSB sites.
To minimize experimental variation due to the difference in
both the extent of zymolyase treatment and the final concen-
tration of chromatin, samples of chromatin were prepared
from a fixed amount of cells [1–2 g (wet weight)]. Indirect
end-labeling was performed as described (37). MNase-treated
or untreated DNA (7–14 nmol) was digested to completion by
PstI. The digested DNA was ethanol-precipitated and sepa-
rated by electrophoresis on a 1.2% (for ARG4) or 1.5% (for
CYS3) agarose gel. Transfer, hybridization, and quantification
of band intensities were as described (37). Band intensity was
expressed as a percentage of the total band intensity in the
lane, including the unbroken parental fragment.

Quality Control of Chromatin Preparations. Digestion of
chromatin with MNase is affected by several factors. There-
fore, to accurately compare data for MNase hypersensitivity,
we established four criteria for quality control of our chroma-
tin preparations. An experiment was discontinued under any
of the following circumstances: (i) the wild-type control strain
(TNY042 or NKY278) exhibited an aberrant timing of meiosis,
as judged by the formation of DSBs or by the frequency of
Arg1 recombinants in return-to-growth conditions; (ii) the
ratio of meiotic to premeiotic MNase sensitivities at the ARG4
DSB sites in the wild-type control was lower than 1.5; (iii) the
extent of digestion of the CYS3 site I after treatment with 10

units of MNase was higher than 20%, indicating substantial cell
lysis during the spheroplast formation; or (iv) a greater than
50% difference between the premeiotic and meiotic MNase
sensitivities of a non-DSB site was observed, suggesting that
digestion was not properly controlled.

RESULTS
Positioning of MNase-Hypersensitive Sites Is Independent

of MRE11, RAD50, XRS2, and MRE2 Functions. To study the
roles of the MRE11, RAD50, XRS2, and MRE2 gene products
on the accessibility of DNA in chromatin at meiotic DSB hot
spots, we analyzed the effects of mutations in these genes on
MNase sensitivity at two DSB hot spots (ARG4 and CYS3) in
premeiotic and meiotic cells. Importantly, we systematically
included a wild-type diploid in each set of experiments, thereby
allowing us to directly compare the behavior of mutant strains
to that of wild-type strains. In addition, we applied rigorous
criteria to control the quality of the chromatin preparations
and to allow precise quantitative comparisons (see below).
Isolated chromatin that fulfilled these criteria was treated with
various concentrations of MNase, and hypersensitive sites were
revealed by the indirect end-labeling method by using probes
for the ARG4 and CYS3 loci (37). The data shown in Fig. 1
illustrate typical examples of the detection of MNase-
hypersensitive sites in the CYS3 region. At both loci, we found
a similar distribution of MNase-sensitive sites in the mutant
and wild-type cells in both the premeiotic (t 5 0 h) and meiotic
(t 5 4 h) conditions. This indicates that the absence of the
Mre11, Rad50, Xrs2, or Mre2 proteins does not profoundly
affect the positioning of accessible regions in chromatin.

Mutations in MRE11, RAD50, XRS2, and MRE2 Increase the
MNase Sensitivity of DSB Sites in Premeiotic Cells. For
quantitative analysis, we measured the intensity of the bands
corresponding to MNase-sensitive signals at DSB sites and at
an adjacent control site that is MNase-sensitive but not a DSB
hot spot. We calculated two ratios: the ratio of mutant to
wild-type MNase sensitivity and the ratio of premeiotic to
meiotic sensitivity in a wild-type strain. Both ratios were
generally constant in each experiment irrespective of the
variation in the absolute levels of each parameter, indicating
that the chromatin preparations used herein are of consistent
quality (Tables 1 and 2).

The mutant effects are summarized in Tables 1 (premeiosis)
and 2 (meiosis) and illustrated in Figs. 2 and 3. In Fig. 2, each
dot represents the ratio of mutant MNase sensitivity to wild-
type sensitivity obtained with the wild type defined as unity for
each experiment. The data in Tables 1 and 2 represent the
average of the ratio of mutant to wild-type MNase sensitivity
in each experiment using MNase at 20 unitsyml, along with the
average of absolute values at ARG4 and CYS3. We found that
premeiotic MNase sensitivity at DSB hot spots in all mutants
was slightly but significantly higher than in the wild-type
control. The ratio of mutant to wild-type MNase sensitivity at
DSB hot spots was reproducibly more than 1.0 (Fig. 2 and
Table 1). On the other hand, the ratio of mutant to wild-type
MNase sensitivity at a site without DSBs (control sites) was
always around 1.0 (Table 1), suggesting that the mutant effects
are specific to DSB sites. We found no significant difference
between ARG4 and CYS3 loci (Fig. 2). We also confirmed that
these mutant effects are not dependent on the concentration
of MNase used (Fig. 3). Although all four disruptants dis-
played higher premeiotic MNase sensitivity at DSB sites, it
remains to be examined whether the four strains are identical
or significantly different under the premeiotic conditions. On
the other hand, no apparent premeiotic effect on MNase
sensitivity could be detected in the rad50S mutant (a DSB-
proficient separation of function RAD50 mutant) as compared
with wild type (Figs. 2 and 3 and Table 1).

The mre11, rad50, xrs2, and mre2 Mutants Define Two Aber-
rant Meiotic Chromatin Configurations at DSB Sites. We have
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reported (37) that MNase sensitivity at DSB hot spots increases
significantly during meiosis in a wild-type strain background. In
the present study, we detected a similar increase (2.1- to 2.9-fold)
in MNase sensitivity at DSB hot spots during meiosis in wild-type
rapidly sporulating cells of the SK1 background (Table 2).

Parallel quantitative data analysis of the mutants reveals that the
four mutants examined herein differ from wild type and fall into
two distinct categories (Figs. 2 and 3 and Table 2).

For mutants of the type 1 class, which consists of mre2 and
mre11, the final level of MNase sensitivity in meiotic cells is

FIG. 1. (A–C) Changes in MNase hypersensitivity at the CYS3 hot spot in wild-type and DSB-deficient mutant strains (A, mre2::URA3,
mre11::URA3; B, rad50D; C, xrs2::URA3). DNA in chromatin from cells cultured in SPM for 0 h (lanes 0h) and 4 h (lanes 4h) was treated with
MNase at 0, 10, 20 (0, 20, and 50 for rad50D) unitsyml. PstI-digested DNA was separated on a 1.5% agarose gel and examined by Southern blot
hybridization using a CYS3 PstI–SalI probe. The positions of the two hypersensitive sites at the CYS3 hot spot are shown by arrowheads. A site
serving as an internal standard (a noninducible and non-DSB site) is indicated by an open arrowhead. Molecular size standards are indicated with
horizontal bars. (D and E) Diagrams of the CYS3 (D) and ARG4 (E) loci. Positions for restriction sites, MNase-hypersensitive sites (shown by vertical
arrows), and control MNase-sensitive sites (open arrowheads) for internal standards are indicated relative to position 11, the first base of the CYS3
or ARG4 coding region. Asterisks show the positions of meiotic DSBs. Horizontal arrows represent the orientation of the transcripts indicated.
Probes used in the present study are shown by horizontal thick bars.

Table 1. MNase sensitivity (20 units) in premeiosis (t 5 0 h)

Mutant

Number of data
Total DNA cleaved

(hot spots), % Ratio, mutantywt

ARG4 CYS3-I CYS3-II Mutant wt Hot spots Control sites

Type 1
mre2 1 1 1 18.7 13.2 1.7 6 0.4 1.1 6 0.3
mre11 1 2 2 12.3 7.6 1.7 6 0.4 1.0 6 0.1

Type 2
rad50D 1 2 2 7.6 5.5 1.3 6 0.3 1.0 6 0.1
xrs2 1 2 2 2.9 1.9 2.4 6 1.8* 1.1 6 0.1

rad50S 1 1 1 7.7 7.5 1.0 6 0.2 1.0 6 0.0
mre11-rad50D 1 2 2 10.6 7.7 1.4 6 0.1 1.0 6 0.1

Each mutant was analyzed as described in Fig 2. For all mutants, MNase sensitivity was assayed at both the ARG4 and CYS3 DSB hot spots
and at a control non-DSB hypersensitive site (Fig. 1 D and E). The data presented are the averages of MNase digestion levels (i.e., percentage
of the total lane intensity including values for an unbroken parental fragment) obtained in several experiments using 20 units of MNase; qualitatively
analogous results are obtained by using higher and lower MNase levels (Fig. 2 and data not shown). Absolute MNase sensitivity at hot spots
represents an average of results at ARG4 and CYS3. Thus, these values are meaningful in comparison of the mutant and the corresponding wild-type
control (wt) in each line. Ratio of the sensitivity in mutants to wild type is the average (6SD) of the ratio taken in each experiment (ratio taken
in each experiment and then averaged). The experimental variation in the xrs2 data (marked by the asterisk) probably reflects subtle differences
in procedures as performed by different experimenters.

648 Genetics: Ohta et al. Proc. Natl. Acad. Sci. USA 95 (1998)



lower than that observed in wild-type cells at t 5 4 h (Table 2)
and at t 5 6 h (data not shown). The ratios of mutant to
wild-type MNase sensitivity are 0.6 6 0.1 (n 5 3) and 0.8 6 0.1
(n 5 5) in the mre2 and mre11 mutants, respectively. In Table
2, the difference in meiotic MNase sensitivity between mre11
and wild-type strains seems small (0.8 6 0.1). However, we
believe that this difference is significant, from the scattered
plot (Fig. 2) that also includes more data of the digestion at

7–10 unitsyml. Because at a non-DSB site, this ratio remains
close to unity (1.0 6 0.3 and 1.0 6 0.1 in the mre2 and mre11,
respectively), this lack of a meiotic increase in MNase sensi-
tivity in the mutant diploids is likely to be specific to DSB
regions. The progression of meiosis I in the type 1 mutants is
similar to that in wild type, as revealed by patterns of nuclear
staining with 49,6-diamidino-2-phenylindole (K.O., M.F., and
T.S., unpublished observation). Thus, these results are prob-
ably not due to meiotic asynchrony or to a delay in meiotic
division I in the type 1 mutants.

In the type 2 mutants, rad50D (null allele) and xrs2, the final
meiotic levels of MNase sensitivity at DSB sites are higher than
those in the wild-type strain (Table 2). The ratio of mutant to
wild-type MNase sensitivity in meiosis is reproducibly higher than
one (Fig. 2), whereas sensitivity at a non-DSB site remains
unchanged (the ratio of mutant to wild type is 0.9–1.0). Thus, the
higher meiotic sensitivity of the type 2 mutants is also specific to
DSB hot spots. These values indicate that the type 2 mutations
confer a meiosis-specific increase in MNase sensitivity (2.2- to
2.3-fold) as also observed in wild type.

In contrast, the non-null rad50S allele shows almost wild-
type levels of MNase sensitivity at the ARG4 and CYS3 DSB
hot spots in both premeiotic and meiotic cells (Tables 1 and 2
and Fig. 2).

mre11 Is Epistatic to rad50. To examine the relationship
between the type 1 and the type 2 mutations, we examined a
rad50D-mre11::URA3 double mutant. In premeiosis, the two
single mutants and the double mutant exhibited similarly elevated
levels of MNase sensitivity (Figs. 2 and 3 and Table 1). On the
other hand, in meiosis, the double mutant was phenotypically
similar to mre11::URA3 but not to rad50D (Figs. 2 and 3 and Table
2). These results show that for premeiotic chromatin at potential
DSB sites, mre11::URA3 and rad50D, which are type 1 and type
2 mutations, respectively, belong to the same epistasis group; in
contrast, for DSB sites in meiotic chromatin, mre11::URA3 (type
1) is epistatic to rad50D (type 2).

DISCUSSION
Positioning of MNase-Hypersensitive Sites Is Independent

of MRE11, RAD50, XRS2, and MRE2 Functions. Previous
studies performed in the wild-type strain background indi-
cated that meiotic DSB regions are characterized by the
preferential accessibility of chromatin, as shown by their
DNase I and MNase hypersensitivity in vegetative and meiotic
cells (10, 37, 38, 49). In early meiosis, prior to DSB formation,
MNase hypersensitivity in DSB regions increases (ref. 37 and
this report). The molecular basis of this developmental mod-
ification of DNA accessibility in chromatin is unknown. In the
present report, we have examined the DNA accessibility in
chromatin in four mutants (mre11, rad50, xrs2, and mre2) that

FIG. 2. Ratio of mutant MNase sensitivity to that of the wild-type
control. Each mutant was analyzed in several experiments using various
concentrations (7, 10, and 20 unitsyml) of MNase. In each experiment,
two or three mutant cultures were analyzed in parallel with a wild-type
control culture on the same day. Ratio of mutant MNase sensitivity to
wild-type sensitivity at ARG4 (E) and CYS3 (F) DSB sites were plotted.
Only vertical axes (ratio of mutant to wild type) are meaningful. (A) mre2.
(B) mre11. (C) rad50D. (D) xrs2. (E) rad50S. (F) mre11-rad50D. (Upper)
Premeiotic data. (Lower) Meiotic data. The experimental variation in the
xrs2 data (marked by the asterisk) probably reflects subtle differences in
procedures as performed by different experimenters.

Table 2. MNase sensitivity (20 units) in meiosis (t 5 4 h)

Mutant

Total DNA cleaved
(hot spots), % Ratio, mutantywt Ratio to premeiosis, hot spots

Mutant wt Hot spots Control sites Mutant wt Mutant*

Type 1
mre2 16.8 31.1 0.6 6 0.1 1.0 6 0.3 1.0 6 0.2 2.9 6 0.6 1.0
mre11 17.7 21.5 0.8 6 0.1 1.0 6 0.1 1.4 6 0.3 2.9 6 0.5 1.4

Type 2
rad50D 14.9 10.9 1.3 6 0.2 0.9 6 0.1 2.2 6 0.6 2.1 6 0.5 3.0
xrs2 6.9 4.1 2.5 6 1.9** 1.0 6 0.1 2.3 6 0.3 2.3 6 0.5 2.9

rad50S 16.2 15.3 1.1 6 0.1 1.1 6 0.0 2.3 6 0.6 2.2 6 0.5 3.0
mre11-rad50D 12.9 17.7 0.7 6 0.2 1.0 6 0.0 1.2 6 0.2 2.5 6 0.9 1.4

Cells were sampled at t 5 4 h. Data analysis and number of experiments are as shown in Table 1 and Figs. 1–3. Ratios of the sensitivity in mutants
to wild type (wt) are calculated as in Table 1. Ratios of meiotic to premeiotic sensitivity are calculated by using premeiotic data in Table 1. Premeiotic
to meiotic ratios for mutants* were calculated by the following formula: (premeiotic to meiotic ratio for mutants)y(premeiotic to meiotic ratio for
wild-type) 3 2.9, the premeiotic to meiotic ratio for wild-type in the mre2 experiment). The experimental variation in the xrs2 data (marked by
the double asterisk) probably reflects subtle differences in procedures as performed by different experimenters. Data are the average 6 SD.
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are defective in DSB formation. At both the ARG4 and CYS3
loci, we find that these mutations do not affect the formation
or the location of MNase-hypersensitive sites. This result
suggests that factors essential for the initiation of recombina-
tion by DSBs are not necessarily required for the formation of
nuclease-hypersensitive sites in chromatin. These sites might
be defined primarily by the actions of other proteins such as
transcription factors. However, a quantitative analysis of chro-
matin in mutants defective in DSB formation and repair
reveals that the extent of MNase sensitivity differs significantly
from that in wild-type strains in both premeiosis and meiosis.

Premeiotic Effects. We found that mre11, rad50, xrs2, and mre2
disruptions confer a slight increase in MNase sensitivity at DSB
hot spots when mutant strains of the rapidly sporulating SK1
background are grown in presporulation medium almost to
stationary phase. We refer to SK1 cells under these conditions as
‘‘premeiotic,’’ because under certain nutritional conditions as
they approach meiosis all cells rather than a subset are in a state
distinct from both the mitotic and meiotic states (53). During
premeiosis, it is likely that wild-type cells begin producing at least
some meiotic factors. Evidence for the existence of the premeiotic
state is provided by analysis of mre2 (20). Mre2 protein has a role
in the splicing of the MER2 and other primary transcripts in
meiosis. In vegetatively grown wild-type cells, spliced MER2
transcript cannot be detected (17), but a low level of spliced
transcript appears during premeiosis (20). It is possible that the
splicing of other MRE2-dependent mRNAs also occurs in pre-
meiosis, which may reflect a leaky phenotype of the mre2 mutant
in premeiosis.

The enhanced premeiotic MNase hypersensitivity of the
four mutants may result from an altered protein composition
at DSB hot spots in premeiotic chromatin as discussed later.
Alternatively, we consider other less compelling explanations
for their effect on chromatin. (i) The enhanced hypersensitiv-
ity in the mutants may reflect a difference in the timing of
entry into premeiosis and meiosis after exponential growth.
This possibility is unlikely, because by 49,6-diamidino-2-
phenylindole staining, we could not detect a significant dif-
ference between mutant and wild-type strains in the progres-

sion of meiosis up to meiotic division I. (ii) A global reduction
in nucleosome density may result in an overall increase in
MNase sensitivity. This is also unlikely, because the mutant
effects are only detected at DSB hot spots. (iii) It is conceivable
that premeiotic effects in mre11, rad50, and xrs2 strains are an
indirect consequence of events occurring during vegetative
growth (23), because these mutants grow slowly and exhibit a
hyperrecombination phenotype (32, 54, 55). This possibility
cannot be formally ruled out, although it is difficult to explain
why the mutant effects are restricted to DSB MNase-sensitive
sites. Future studies of the effects of these mutations on mitotic
MNase sensitivity are warranted.

Meiotic Effects. With respect to their effects on MNase
sensitivity at DSBs sites during meiotic prophase, the mutants
examined herein fall into two categories. The chromatin of
mre11 and mre2 mutants (type 1) is less MNase-sensitive than
that of wild-type strains, whereas the chromatin of xrs2 and
rad50D mutants (type 2) is more sensitive.

The lower MNase sensitivity at DSB hot spots in type 1 mutants
suggests that the MRE2 and MRE11 gene products directly or
indirectly affect meiotic chromatin at these sites. Although the
mre2 and mre11 mutations similarly affect MNase sensitivity, the
two cases may not be equivalent. The data in Table 2 show that
meiotic chromatin is slightly more sensitive in the mre11 (0.8 6
0.1) than in the mre2 (0.6 6 0.1) mutant. Because Mre2 is
supposed to have a role in the meiosis-specific splicing of MER2
and other gene transcripts, defects in mre2 might occur more
indirectly and at a earlier stage than mre11. This notion needs to
be tested by detailed side-by-side comparisons of the meiotic
effects in both mutants.

MNase sensitivity at DSB hot spots in type 2 mutants is
significantly higher than in wild-type strains. This result indi-
cates that the absence of type 2 gene products confers an
aberrant chromatin configuration at DSB hot spots that differs
from that found in type 1 mutants. This means that Rad50-
Xrs2 and Mre11 can be functionally distinguished. Double
mutant analysis reveals that the type 1 mutation mre11::URA3
is epistatic to a type 2 mutation (rad50D), implying that the
changes observed in type 2 mutants are dependent upon type

FIG. 3. Quantitative comparison of MNase hypersensitivity. MNase hypersensitivity (expressed as percentage of total lane intensity) at ARG4
(A, C, and D) and CYS3 site I (B, E, and F) in mre2 (A), mre11 (B), mre11 rad50D (C), rad50D (D), xrs2 (E), and rad50S (F) is plotted as a function
of MNase concentration. The mutant and wild-type cultures were always analyzed in parallel on the same day. For an accurate evaluation of the
mutant phenotypes, all mutant data are indicated with wild-type data for an internal standard taken on the same day. Solid symbols, wild type;
open symbols, mutants. Dashed lines, 0 h (premeiosis); solid lines, 4 h (meiosis). Note that the mutants are classified into groups (types 1, type
2, and rad50S, as indicated) and that the mutant effects are independent of the MNase concentration.
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1 functions and that type 1 proteins act earlier than type 2
proteins. Thus, we propose that Mre11 and other type 1
proteins may have more basic structural roles in the assembly
of the pre-DSB complex, for example, by binding to DNA and
recruiting other factors. However, we cannot rule out a
possibility that the mutants in the two classes may have subtle
difference also in premeiosis.

Mutant Effects on the PremeiosisyMeiosis Change in
MNase Sensitivity at DSB Sites. The induction of MNase
sensitivity at DSB hot spots observed in wild-type cells is only
partial in type 1 mutants (Table 2, see Ratio to premeiosis).
This defect might reflect the direct or indirect involvement of
type 1 proteins in the process(es) required for the premeiosisy
meiosis chromatin transition at DSB sites. Alternatively, it
could be a consequence of premeiotic effects and two different
hypotheses can then be considered. (i) An aberrant premeiotic
state (slightly higher sensitivity) might be replaced by a normal
meiotic state. Changes in chromatin would then occur sub-
stantially during meiosis but not normally. This possibility
seems unlikely, because we could not detect any decrease in
MNase sensitivity in the mre11 mutant at time points earlier
than t 5 4 h (data not shown). (ii) The chromatin in type 1
mutants could be trapped in an aberrant premeiotic configu-
ration during meiotic prophase, thereby preventing meiotic
changes in chromatin structure. However, such a trapping of
chromatin also seems unlikely, because both the mre2 and
mre11 mutants can undergo premeiotic DNA synthesis (19).
Therefore, we favor the notion that type 1 proteins may be
involved in the premeiosisymeiosis chromatin transition.

On the other hand, the induction of MNase sensitivity
during meiosis can be detected in type 2 mutants. This suggests
that type 2 mutations do not prevent the premeiosisymeiosis
transition of chromatin at DSB hot spots. However, the final
meiotic level of MNase sensitivity is above the level observed
in wild type. We consider several explanations for this obser-
vation. (i) The normal meiosis-specific change may be super-
imposed upon an independent premeiotic effect to produce
higher levels of meiotic MNase sensitivity. (ii) A meiosis-
specific aberration independent of the premeiotic effect may
operate in the mutants. (iii) Premeiotic effects may persist and
influence the meiotic levels of MNase sensitivity. Further
studies are necessary to discriminate among these hypotheses.

No Significant Effect in rad50S. The rad50S mutant is
phenotypically similar to wild type with respect to premeiotic
and meiotic MNase sensitivity. This is consistent with the
finding that rad50S is a separation-of-function mutation, in
that the Rad50S protein retains many functions. In meiosis, it
is able to form DSBs but is defective in their resection (24). It
has no strong vegetative phenotype, except for a weak methyl
methanesulfonate sensitivity and a tendency to undergo telo-
mere lengthening (36).

What Happens at DSB Sites Before DSB Formation? The
premeiotic and meiotic mutant phenotypes described in the
present study can be readily explained if the relevant gene
products (possibly Mer2 in the case of the mre2 mutant) act
directly rather than indirectly at DSB hot spots that are
localized within nuclease-hypersensitive regions. At present,
we favor the interpretation that these premeiotic and meiotic
effects result from an altered protein composition at DSB hot
spots in chromatin. This idea is consistent with previous
observations concerning Mre11, Rad50, and Xrs2 (21, 32, 33,
48). Recent data indicate that the Spo11 protein is likely to be
responsible for the DNA cleavage (29, 30). How Spo11 gains
access to its numerous chromosomal DNA targets within the
entire genome (6, 11) is unknown. One possibility is that Spo11
is preferentially directed to a Rad50-Mre11-Xrs2 pre-DSB
complex assembled on nucleosome-free regions in chromatin.

Interaction of these proteins at DSB hot spots is compatible
with the notion that these regions are sites for interhomolog

interactions even in the absence of DSBs (44, 46, 47). The
presence of heterology at DSB hot spots causes a decrease in
DNase I hypersensitivity in mitosis (49) and also causes a
reduction in the frequency of meiotic DSBs (44, 46). These
results suggest that interhomolog interactions are established
at DSB hot spots at a stage earlier than meiotic DSB forma-
tion. Because RAD50 has been implicated in homologous
pairing in mitosis (B. Weiner, S. Burgess, and N. Kleckner,
personal communication) and premeiosis (48), our results
support the involvement of the Rad50yMre11yXrs2 proteins
in these interactions.
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